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ABSTRACT

A method for projecting the water levels of the Laurentian Great Lakes under scenarios of human-caused

climate change, used almost to the exclusion of other methods in the past, relies very heavily on the large basin

runoff model (LBRM) as a component for determining the water budget for the lake system. This model uses

near-surface air temperature as a primary predictor of evapotranspiration (ET); as in previous published work, it

is shown here that the model’s very high sensitivity to temperature causes it to overestimate ET in a way that is

greatly at variance with the fundamental principle of conservation of energy at the land surface. The traditional

formulation is characterized here as being equivalent to having several suns in the virtual sky created by LBRM.

More physically basedmethods show, relative to the traditionalmethod, often astoundingly less potential ET and

less ET, more runoff from the land and net basin supply for the lake basins, and higher lake water levels in the

future. Using various methods of estimating the statistical significance, it is found that, at minimum, these dis-

crepancies in results are significant at the 99.998% level. The lesson for the larger climate impact community is to

use caution about whether an impact is forced directly by air temperature itself or is significantly forced by season

or latitude independently of temperature. The results here apply only to the water levels of the Great Lakes and

the hydrology of its basin and do not affect larger questions of climate change.

1. Introduction

The Laurentian Great Lakes of North America con-

tain approximately 20% of the world’s surface fresh-

water. They support intrinsic and commercial interest

for shoreline property owners, ecosystems in the lakes

themselves and coastal wetlands, commercial and rec-

reational fishing, boating, shipping, and tourism. They

are a binational resource of the United States and Canada,

and over 30 million people live within their drainage

basin (Government of Canada and U.S. EPA 1995).

The issue of the potential influence of future climate

change on the water levels of theGreat Lakes has been a

topic of a significant body of literature. Many examples

have used the method pioneered by Croley (1990). This

method is based on the use of a suite of regional hy-

drological models with historically observed input

variables altered by ‘‘change factors’’ applied to these

variables based on general circulation model (GCM)

results—either adding the difference between future

and present GCM output or multiplying by the ratio

between future and present output, depending on the

variable type. A partial list of this class of studies in-

cludes Hartmann (1990), Chao (1999), Lofgren et al.

(2002), and Angel and Kunkel (2010). The set of results

using this method has been featured prominently in

media coverage and in the assessment and synthesis

literature (e.g., Great Lakes Regional Assessment Group

2000; Kling et al. 2003; International Lake Ontario–

St. LawrenceRiver StudyBoard 2006;Hayhoe et al. 2010).

Other studies have used different approaches to ex-

amine the hydrologic budget of the Great Lakes basin.

Some have used direct analysis of the GCM-based re-

gional water budget (precipitation minus evaporation)

in the region (Manabe et al. 2004; Milly et al. 2005),

while others have examined the convergence of water

vapor flux in the atmosphere as indicating net water
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budget (Kutzbach et al. 2005). Still others have used

regional climate modeling to downscale GCM results

and project climate both in terms of the atmosphere and

the surface (MacKay and Seglenieks 2013; Lofgren 2014;

Notaro et al. 2015). Most of these studies did not include

lake level explicitly as an output, although MacKay and

Seglenieks (2013) and Notaro et al. (2015) do have such

projections based on a limited range of GCM inputs.

The group of studies that has not been based on the

methodology of Croley (1990) has generally not shown

large trends toward reduced water budgets in the Great

Lakes, and even though not always explicitly shown, this

necessarily implies small changes in lake levels.

Several studies have called into question the use of

temperature-based methods for projecting evapotrans-

piration (ET) in climate change scenarios (e.g., Hobbins

et al. 2008; Shaw and Riha 2011; McAfee 2013). Spe-

cifically for the Great Lakes region, Lofgren et al. (2011,

hereafter LHW) attempted to expose some serious

problems with the methodology of Croley (1990) for

projection of Great Lakes water budgets and levels

under climate change scenarios. These specifically dealt

with the large basin runoff model (LBRM), which is

the component of the modeling system that simulates

the land portion of the Great Lakes drainage basin. The

central argument was that the LBRM is overly reliant on

near-surface air temperature as a predictor of ET, to the

exclusion of the surface energy budget as a predictor;

although the LBRM is calibrated such that potential

evapotranspiration is constrained by incoming solar ra-

diation during the calibration period, this constraint is

not used when considering periods with altered climate

regimes. This was broken down into three intersecting

subsidiary lines of argument:

1) The ET projected for future climate scenarios using

input from GCMs was much greater than that di-

rectly simulated by the driving GCMs. The equiva-

lent energy of the difference, in terms of latent heat

flux, was shown to be around 30Wm22, a significant

discrepancy in the surface energy budget.

2) During periods of observation at land-based flux

measurement stations, the near-surface air tempera-

ture and ET were decomposed into different tempo-

ral classes—the annual cycle, variations with a time

scale greater than a month but not annual, and

variations with a time scale less than a month. For

the annual time scale, there was a very high correla-

tion between air temperature and ET, while for the

other time scales, there was almost no correlation.

This indicates that the seasonal cycle (i.e., solar

energy input) is the major driver of both air temper-

ature andET at the annual scale, while air temperature

is a poor predictor of ET variability on other time

scales. Therefore, thinking of air temperature as either

an actual driver of ET or as a proxy that is universally

applicable is highly problematic.

3) The potential ET (PET), proportional to what is

called by Croley (1983) the ‘‘energy available for

evapotranspiration,’’ is greater by very large factors

in the future scenarios than in the historical base

case. For example, a 10-fold increase was shown for

all of the land in the Lake Superior basin, which can

be taken as equivalent to an increase in the incoming

sunlight by that factor. These very large increases

were due to LBRM being calibrated such that PET

increased in many locations by 30%–50%(8C)21,

and even more in a few locations. This contrasts with

the point of comparison of the Clausius–Clapeyron

(CC) relation, which has an increase in saturated

water vapor pressure of 7%(8C)21, and literature

sources such as Held and Soden (2006) and Lorenz and

DeWeaver (2007), which show increases in large-scale

ET under climate change less than 7%(8C)21.

These arguments say that the methods that have been

repeatedly used over more than two decades strongly

overestimate future ET. In addition to this, LHW gave a

small-scale demonstration of what effect these problems

might have on projected lake levels. As a simple alter-

native that fit easily into the framework of LBRM, they

devised the energy adjustment (EA) method, in which

the changes in PET from a future climate scenario rel-

ative to the historical period were given by the ratio of

net surface radiation, rather than the exponential func-

tion of the air temperature change, dubbed the tem-

perature adjustment (TA) method. Using two different

GCM runs as input, this resulted in discrepancies in the

level of Lake Michigan–Huron of around 1m.

These results received very guarded recognition in

the 2014 National Climate Assessment (Pryor et al.

2014; Walsh et al. 2014). Some National Climate As-

sessment authors suggested that what was missing was

an assessment of the statistical significance of the

difference between the traditional TAmethod and the

more physically based EA method by using a wider

selection of GCM data as input (D. Wuebbles and

K. Hayhoe 2013, personal communication). Therefore,

that is a major goal of the present study. We also in-

troduce two more alternative formulations for PET

under climate change in addition to the already-used

EA method, as additional points of comparison to the

TA method. Arguments 1 and 2 from LHW, in the list

above, stand as already stated there, but our further use

of manymore GCMs as input leads to further underline

argument 3.
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The rest of this paper is organized as follows. Section 2

summarizes themethodologies that are used here. Section 3

presents the results, including formal analysis of the

statistical significance of the discrepancy among these

alternative methods. Section 4 discusses the results and

theway that strikingly extreme intermediate results within a

model can be disguised in the final results. Conclusions are

presented in section 5.

2. Methods and experimental design

a. The LBRM

The LBRM is the model used for simulation of the

land portion of the Great Lakes basin. Key features of

the formulation of LBRM for purposes of this study

include the determination of ‘‘energy available for

evapotranspiration’’ (for convenience, often referred to

here as PET; see further discussion below) and the

proportion of PET that is manifested as ET. As stated in

Croley (1983), because of considerations of data avail-

ability, an a priori constraint in developing LBRM was

that only daily air temperatures and precipitation be

used as input data.

A separate set of nine parameters for the LBRM are

calibrated for each subbasin of the Great Lakes basin, in

order to minimize the objective function of root-mean-

square error between the simulated river outflow from

that subbasin and the measured outflow. Outflow data

are from U.S. Geological Survey flow gauges and are

scaled from the portion of the subbasin that they mea-

sure to the entire subbasin by the area ratio method

(Croley and Hartmann 1984). No other observed

quantities (e.g., soil moisture, pan evaporation, water

table depth, and inland lake or wetland levels) enter into

the objective function used for calibration. The param-

eter search algorithm was a simple recursive downslope

search. That is, if a parameter is adjusted to a new test

value and it improves the objective function, then adjust

it more in the same direction and test again; otherwise,

adjust in the opposite direction and eventually switch to

adjusting another parameter. Continue cycling through

the full set of parameters until all converge to constant

values. The parameters have been recalibrated since

Croley (1983); however, this is not fully documented,

but the full set of calibrated parameters for each sub-

basin in LBRM, under the current calibration, is listed in

Table 1 of Lofgren and Rouhana (2016). A brief de-

scription of the function of those parameters is in the

caption of that table, with more details in Croley (1983).

The key calibrated parameter for the purposes of this

study is the base temperature Tb. Table 1 of Lofgren and

Rouhana (2016) shows that this has values among the sub-

basins ranging from1.18 to 14.08C,withmost values between

about 2.38 and 88C; the lower values occurmost often in the

subbasins of Lake Superior. PET is assumed to take the

form AeT/Tb . During the calibration process, the annual

total of PET is taken to be such that its latent heat equiva-

lent is equal to the annual incoming solar radiative energy:

LA �
year

eT/Tb 5 �
year

S , (1)

where L is the latent heat of vaporization per unit mass,

A is a parameter (cmday21 or other units of evapo-

transpiration), T is daily mean air temperature, and S is

the top-of-atmosphere incident solar radiation. The

summation in Eq. (1) uses a daily time step for the snow-

free portion of the year as, when snow is present, ET is

assumed to be zero, and a separate formulation is used

for snowmelt (Croley 1983). In the calibration process,

for each test value of Tb, the value of A is uniquely de-

termined using Eq. (1). Thus, Eq. (1) constrains the total

PET over the year, while Tb controls its distribution

throughout the year and its fluctuation with other modes

of temperature variability. It should be noted, however,

that outside of the calibration process, including in fu-

ture projections using adjustments to the temperature

based on GCM results, the constraint of Eq. (1) is not

enforced. That is, the PET increases by a factor of eDT/Tb

corresponding to the change in temperature between

current and future conditions, equivalent to the solar

radiation also increasing by the same factor.

Actual ET is based on a complementary ET scheme

similar to that of Morton (1983). ET has two compo-

nents, from the upper soil zone and lower soil zone, with

the upper soil zone’s ET formulated as

ET
U
5AeT/Tb

a
U
USZM

11a
U
USZM1a

L
LSZM

, (2)

and similarly for the lower soil zone,

ET
L
5AeT/Tb

a
L
LSZM

11a
U
USZM1a

L
LSZM

, (3)

where USZM and LSZM are soil moisture content in

the upper and lower soil zone, respectively, and aU and

aL are calibrated parameters, referred to in Table 1 of

Lofgren and Rouhana (2016) as parameters 4 and 7,

respectively. It should be noted that the calibrated

values of aU range between 1.1 3 10210 and 9.1 3 103,

while aL ranges from 1.03 10210 to 3.23 103 (all in units

of cm21), with neither a rigorous nor intuitive physical

rationale for these extremely wide ranges of value, but

simply that these values result from the calibration.

To clarify the difference in nomenclature between

this paper and Croley (1983), we here use the term
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‘‘potential evapotranspiration’’ to refer to the quantity

AeT/Tb , because it is the variable in LBRM that best

corresponds to the intuitive and widely used definition

of PET as the amount of ET that would occur when

unlimited soil moisture is available. The sum of Eqs. (2)

and (3) is the total ET and asymptotically approaches

AeT/Tb as lower soil zone moisture tends toward infinity

(USZM has an uncalibrated a priori upper limit of 2 cm,

with any excess over this being routed as surface runoff).

When multiplied by L, AeT/Tb is referred to in Croley

(1983) as ‘‘energy available for evapotranspiration.’’

Croley uses the term PET to refer to the water equiva-

lent of the portion of the energy available for ET that

does not actually result in ET, that is, the quantity when

you substitute 1 into the numerator of the fraction in

either Eq. (2) or Eq. (3). Thus, the sum of the two

components of ET plus the PET (under Croley’s defi-

nition) are proportional to the energy available for ET:

ET
U
1ET

L
1PET

Croley

5AeT/Tb

�
a
U
USZM

11a
U
USZM1a

L
LSZM

1
a
L
LSZM

11a
U
USZM1a

L
LSZM

1
1

11a
U
USZM1a

L
LSZM

�
5AeT/Tb . (4)

b. Experimental design

The latent heat of ET is one term in the surface energy

budget of the earth, and fundamental physical laws

require a balance among all of the terms of this budget.

This energy budget constraint lies explicitly behind di-

agnostic formulations of PET, such as that of Priestley

and Taylor (1972). It is also the basis for surface com-

ponents of climate models, with an early example being

that of Manabe and Holloway (1975), with evolution to

more complex versions, such as Dickinson et al. (1986)

and its newer descendants. In these schemes, net surface

radiative energy, as a major term in the surface energy

budget, is a primary driver of PET; it is not built into

the basic formulation of the LBRM outside of its cali-

bration period.

Even most sources of information directed at the

general public refrain from directly saying that the in-

creased capacity for water vapor in warmer air causes

increased evapotranspiration, but they do oftenmention

these concepts in close proximity to each other (e.g.,

Brean 2015). Therefore, there can tend to be a simpli-

fying assumption that potential ET will increase with

temperature in proportion to the CC relationship. An

analysis related to this concept is found in d’Orgeville

et al. (2014), in which they compare regional precipita-

tion changes associated with climate change simulations

to the ‘‘expected’’ increases, assuming proportionality

to the CC relation. They did, in fact, find that in the

Great Lakes basin, their regional model showed an in-

crease in precipitation that agreed well with this as-

sumption, approximating 7%(8C)21.

The general framework of previous climate change

sensitivity experiments using LBRM and the other as-

sociated models under the method of Croley (1990) was

to have one run, the base case, which simply used

station-based meteorological observations as drivers,

for the period 1948–2005 in our case. Then, to represent

future time periods, the same historical meteorology

was used as the foundation of the inputs to LBRM, but

was adjusted to values intended to represent the

changed climate, based on results from GCMs. Croley

(1990) notes that this ‘‘change factor’’ method was used

because of instructions from the U.S. Environmental

Protection Agency, the funding agency for that study.

Along with this traditional method of treating climate

change in the LBRM (here called the TA method),

based on its embedded assumptions about the drivers of

ET, we will be using three additional methods of ap-

plying GCM output to the LBRM for evaluation of re-

sponse to climate scenarios (summarized in Table 1).

1) The EA method, as in LHW, uses the sum of the

sensible heat flux and latent heat flux given by the

GCMas an indication of the net radiative energy flux at

the surface. The ratio of the GCM’s value in the future

time period to the historical time period is used as a

multiplier for the LBRM’s PET from the base case.

2) The EA method of LHW got some legitimate

criticism from Scheff and Frierson (2014) for ignor-

ing the term that is directly driven by air temperature

in formulations such as that of Priestley and Taylor

(1972). The Priestley–Taylor (PT) formulation is

similar to that of Monteith (1973), also known as

Penman–Monteith, but uses an empirical constant

multiplier a in place of an additional term for water

vapor deficit. We adopt the concept of PT here,

where, in addition to multiplying PET by the ratio of

surface radiative energy as in the EA method, we

also multiply it by a factor directly driven by the air

temperature change (to be derived below). This latter

factor, however, is between about 1.5%and 4%(8C)21,

far less sensitive to temperature than the LBRMunder

the TA method.
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3) The causal relationship betweenET and atmospheric

water holding capacity is not direct and has been a

source of confusion, but the CC relation seems to

set a maximum bound on sensitivity of ET to climate

change. So we use it as an additional point of

comparison, multiplying the PET from the base case

by the change in water vapor holding capacity of the

atmosphere (expressed as a ratio) to project future

PET. Even though this method also appears to

overestimate the sensitivity of PET to climate change

(based on, e.g., Held and Soden 2006; Lorenz and

DeWeaver 2007), we regard it as ‘‘less wrong’’ than

the TAmethod and therefore find it useful as another

point of comparison to demonstrate the problems

that exist in the TA method.

We approximate the CC relationship in an exponential

form, giving an approximate saturation vapor pressure of

e
s
5 (0. 632kPa)eT/15.518C. (5)

This formula is fitted so that it gives the exact values from

the table in Lide (2005) at 58 and 258C. In the range of 08–
308C, this simplified formula lies within 3.4% of the actual

value. Under the PT formulation, further calculations

detailed in Lofgren and Rouhana (2016, this portion

corrected in the revised version) yield the following sen-

sitivity directly attributable to air temperature:

›PET/›T

PET
5

4.323 1023

0. 0407eT/15.518C 1 0.067
. (6)

This expression has units of inverse degrees Celsius, so

when multiplied by the change in air temperature, it

yields a dimensionless multiplier to be applied to PET.

c. Other model components

In addition to the runoff from the land in the lakes’

basins, the other drivers of lake level are the overlake

precipitation and evaporation. As in Angel and Kunkel

(2010) and preceding studies, overlake precipitation was

taken from Thiessen polygon weighting of data from

land-based stations for the base case (on the order of 100

stations and polygons per lake, with varying numbers

available over time) and adjusted by ratios of GCM

precipitation for the future cases. Also, as in previous

studies, evaporation from the lakes was calculated using

the large lake thermodynamics model (LLTM; Croley

1989), which projects water temperatures of the Great

Lakes by treating them as lumped one-dimensional

lakes. It estimates solar and longwave radiation ex-

changes at the surface based on cloud cover, and evap-

oration (latent heat flux) and sensible heat flux based on

bulk aerodynamic formulas. Lake temperature profiles

are then calculated using this energy budget and for-

mulas for vertical mixing.

Since the overlake precipitation and evaporation are

not affected by the method of adjusting the LBRM for

climate change, they have only one value for each GCM

realization. They are combined with the LBRM results

for each of themethods (TA, EA, PT, andCC) to get net

basin supply (NBS) values that correspond to each

GCM realization and each method—runoff from

LBRM, plus overlake precipitation, minus overlake

evaporation from LLTM.

These net basin supplies are then the input to the Co-

ordinated Great Lakes Routing and Regulation Model

(CGLRRM), developed by the U.S. Army Corps of

Engineers and Environment Canada (now Environment

TABLE 1. Description of alternative methods of incorporating GCM-based climate projections into the LBRM. Note that the

temperature sensitivity range of PET given for the TA method is the mathematical inverse of the range of values of the temperature

parameter Tb.

Name Abbreviation Description Temperature sensitivity of PET

Temperature adjustment TA Air temperatures adjusted by GCM climate

projections are inserted directly into

LBRM’s equations for PET

7%–90% (8C)21 depending on

subbasin, most between 15%

and 50%

Energy adjustment EA PET values from LBRM in the base case

climate are multiplied by the ratio of net

radiation at the surface in the future case

vs the base case

No explicit dependence on tem-

perature, only energy budget,

but ranges among GCM cases

from 0.4% to 4.8% (8C)21

Priestley–Taylor PT The energy adjustment method is applied

first, then PET is further multiplied by

the temperature-dependent factor from

the Priestley–Taylor equation [Eq. (5)]

Explicit temperature dependence

ranging between 1.2% (8C)21 (at

308C) and 4.0% (8C)21 (at 08C),
plus dependence on energy

budget

Clausius–Clapeyron CC PET from the base case is multiplied by a

factor representing the change in water

vapor capacity associated with the tem-

perature change from the GCM

7% (8C)21
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and Climate Change Canada; Tolson 2009). Each set of

net basin supply time series was input to the CGLRRM

to derive lake levels for Lake Superior, the combined

LakeMichigan–Huron, Lake St. Clair (not shown), and

Lake Erie (not shown). For reasons related to frequent

departures of actual regulation practice from official

regulation plans, CGLRRM is not regarded as reliable

for simulating Lake Ontario levels, and we have no

alternative method.

The values for all variables generated by the GCMs

are spatially interpolated to the locations relevant for

the overlake precipitation estimate, and for simulation

by LBRM and LLTM, by simple inverse distance weight-

ing from the nearest four GCM grid points, without

consideration for such factors as elevation or location

relative to observing stations with special weather char-

acteristics (e.g., lake breeze or lake-effect precipitation).

We understand that this is not a state-of-the-art way of

downscaling GCM output, but we want to replicate the

methodology of Angel and Kunkel (2010) and pre-

decessor studies in order to isolate the effects of the

portions of the formulation that we expect to be even

more problematic than the details of downscaling.

d. GCMs

A summary of the GCM runs that were used is in

Table 2. This group of model realizations was chosen

based on the availability of the data needed for simu-

lations using our modeling system. Our criterion for

choosing the first five models listed was that we used the

models from phase 5 of the Coupled Model Intercom-

parison Project (CMIP5), for which the following vari-

ables were available on a monthly basis from the Earth

System Grid Federation server at Lawrence Livermore

National Laboratory for a historical period including

1986–2005 in a single file for each variable and for future

periods including 2056–2100 in a single file for each

variable: air temperature at 2m height, humidity at 2m

height, precipitation, cloud cover, sensible heat flux,

latent heat flux, and wind at 10m height (either as a

scalar quantity or vector components). We also accessed

the Earth System Grid Federation server at the Geo-

physical Fluid Dynamics Laboratory (GFDL) to access

the models generated by GFDL; these output files were

in 5-yr increments, requiring additional data handling. It

would have been possible to manipulate additional

GCM runs, but this set was sufficient for the goals of this

study. No other criteria were used to select GCMs, such

as their accuracy in historically simulating the climate of

the region. The monthly data from these GCMs were

spatially interpolated to the lakes and subbasins as in

previous studies using the method of Croley (1990).

For each of the GCM realizations, we calculated the

climatological values of all variables for each month of

the year from the period 2056–75 (referred to as themid-

twenty-first century) and 2081–2100 (referred to as the

late twenty-first century) for comparison to the histori-

cal period 1986–2005. For the historical period, we used

only the lowest-numbered model realization that was

available on the data server. So with the 32 model re-

alizations shown in Table 2 and the two time periods, we

had 64 scenarios to use as input to the hydrologic

model suite.

3. Results

All box plots shown here use the default algorithm for

creating box plots using the R software package. Each

‘‘data point’’ represents the average of the variables

over the simulation period and over the lake’s basin

TABLE 2. Summary of GCM runs used. In the columns under the RCPs, the number of model realizations using that RCP is indicated. All

of these cases were used with the lowest-numbered model run from the historical time period.

Institution and country Model name and reference RCP 4.5 RCP 6.0 RCP 8.5

National Center for Atmospheric

Research, United States

CESM1(CAM5) (Hurrell et al. 2013) 3 3 3

Centre National de Recherches

Météorologiques, France
CNRM-CM5 (Voldoire et al. 2013) 1 0 1

Commonwealth Scientific and Industrial

Research Organisation, Australia

CSIRO Mk3.6.0 (Rotstayn et al. 2012) 2 2 2

Hadley Centre for Climate Science and

Services, United Kingdom

HadGEM2-AO (Collins et al. 2011; Martin

et al. 2011)

1 1 0

L’Institut Pierre-Simon Laplace, France IPSL-CM5A-LR (Dufresne et al. 2013) 2 1 1

Geophysical Fluid Dynamics Laboratory,

United States

GFDL CM3 (Delworth et al. 2006; Donner

et al. 2011)

1 1 1

Geophysical Fluid Dynamics Laboratory,

United States

GFDL-ESM2G (Dunne et al. 2012, 2013) 1 1 1

Geophysical Fluid Dynamics Laboratory,

United States

GFDL-ESM2M (Dunne et al. 2012, 2013) 1 1 1
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(only the land portion of the basin for PET, ET, and

runoff). The boxes extend from the 25% quantile to the

75% quantile level, with a horizontal line indicating the

median value. The whiskers extend to the data points

that are the farthest away from the box, both above and

below, but still within 1.5 times the height of the box.

Additional data points outside of this maximum length

of the whiskers (outliers) are indicated by individual

circles.

a. Lake Superior basin

Lake Superior is the lake whose outflow eventually

proceeds to all of the other Great Lakes. Hence, its

basin’s water budget can significantly influence the lake

levels of all of the lakes. As a result of the vagaries of the

calibration process of LBRM, the calibrated values ofTb

for the subbasins of Lake Superior are generally smaller

than those for the other lakes, with many falling in the

range of 28–58C (contrasting with the Clausius–

Clapeyron equivalent value of 15.518C), and the most

extreme low value being 1.18C in the basin of the

Montreal River at the eastern end of Lake Superior.

The first results that we show are the most extreme—

the results for changes in PET in the land portion of the

Lake Superior basin. These are shown as a ratio of the

value in the projected time period to the base case in

Fig. 1a. Because the figure’s scale is so large to accom-

modate the changes that result from the TAmethod, the

results for the CC, PM, and EA cases are almost in-

distinguishable; they cluster slightly above the value of

unity, with just a few values below unity. The largest

value among these three methods is 1.72 in the case of

the CC method for the RCP 8.5 run of the GFDL CM3

for the late twenty-first century.

In sharp contrast to the CC, PM, and EA methods’

values for PET are the values under the TA method in

the Lake Superior basin (land only). Themedian value is

5.05, with several values far more extreme than this. The

highest value that is shown in the figure is 565.4, again

for the RCP 8.5 run of the GFDL CM3 for the late

twenty-first century. Although the median increase by a

factor of 5.05 may seem small compared to the extreme

value of 565.4, it is in fact shockingly large when one

considers that it implies the equivalent of an increase in

FIG. 1. Box-and-whisker plots of variables averaged over the Lake Superior basin and over the entire year, generated by GCM outputs

in combination with LBRM using the TA, CC, PT, and EA methods. (a) Ratio of PET for future and historical time periods (land only),

(b) ET for futureminus historical time periods (cm day21; land only), (c) runoff for futureminus historical time periods (cm day21), (d) net

basin supply for future minus historical time periods (m3 s21), and (e) lake level for future minus historical time periods (m). Each data

point used in creating the plots represents an individual GCM realization.
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the incoming solar radiation by a factor of 5.05 [since

Eq. (1) links PET in the calibration period to incoming

solar radiation].

The actualET is constrainednot only by thePET, but also

by the amount of moisture that is available—precipitation

and its storage as soil moisture. Therefore, the results for

ET among the different methods scale more reasonably

to be displayed on the same graph, but still differ mark-

edly. The differences in ET between the base case and

climate change cases under the various methods are

shown in Fig. 1b (for land only). The median change in

ET in the Lake Superior basin under the TA method is

0.024 cmday21, a 20.9% increase over the base case

value of 0.115 cmday21. Under the PT method, ET is

increased by only 0.004 cm day21. The fact that this

increase is much less than the factor of increase in

PET is reflective of the fact that both potential and

actual ET from land are small during the winter, when

ET is energy limited, while the summer season’s ET

tends to be more moisture limited, especially when

PET is increased. Thus, the proportional increase in

actual ET is much less than in PET. Nevertheless, the

median value of ET increase under the TA method

is greater than the top extent of the whiskers for

all three of the other methods. Also, the CC, PM, and

EA methods’ results are much more similar to each

other than to the TA method. The difference of

0.020 cmday21 between TA and PT is the equivalent of

5.8Wm22—not a really large difference in the surface

energy budget, but we need to remember that this is

averaged over the entire year and is limited by the

availability of moisture, and that the total present direct

forcing by CO2 is around 1.9Wm22 (http://www.esrl.noaa.

gov/gmd/aggi/aggi.html).

In terms of runoff (Fig. 1c), the results are reflective of

those for actual ET, but also reflect changes in pre-

cipitation. Because there are some GCM runs that

project large increases in precipitation, but few project

significant decreases, the whiskers extending downward

are relatively short, especially for the CC, PT, and EA

cases. The entire box for the TA method is below the

whiskers for the other three cases, although the whisker

at the high end for the TA method extends into the

range of the other boxes. This means that, even under

the TA method, the GCM cases with larger increases in

precipitation and smaller increases in temperature have

increased runoff, although most cases have decreased

runoff. Under the other methods, though, nearly all

cases have increased runoff.

The changes in runoff propagate directly into changes

in NBS (Fig. 1d), because the same results for the other

components of NBS (overlake precipitation and evap-

oration) were used for all of the methods. Therefore, the

discrepancies amongmethods are the same as for runoff.

While the CC, PT, and EA methods generally show in-

creased runoff, the balance of overlake precipitation

and evaporation place their median changes in NBS at

negative values. The details of this are beyond the scope

of this study and vary among the GCMs and times of

year, but as a general statement, overlake precipitation

increases while overlake evaporation increases by even

larger amounts.

The lake level of Lake Superior (Fig. 1e) is less sen-

sitive to net basin supply than those of Lakes Michigan–

Huron and Erie. This is in part because there is no other

Great Lake upstream to enhance its sensitivity in NBS

with an altered inflow, but more importantly because of

the regulation of the outflow into the St. Marys River.

One major goal in managing this regulated outflow is to

maintain a near-constant lake level, thus prohibiting

large changes in level. Nevertheless, projected lake

levels under the TA method are markedly lower than

under the other three methods. Although some data

points lie above zero (rising lake level), the 75% quan-

tile is below zero, so the great majority of GCM cases

have falling lake levels under the TA method; the me-

dian is a drop of 24.5 cm. The CC, PT, and EA methods

also have median changes in lake level that are negative,

but of lesser magnitude (a drop of 1 cm under the PT

method), and their 75% quantiles are all greater than

zero, so they have significant chances of rises in lake

level. Also, the results for the CC, PT, and EA methods

all cluster much closer to one another than to the results

of the TA method.

b. Lake Michigan–Huron basin

Lakes Michigan and Huron are considered a single

unit because their attachment at the Straits of Mackinac

is wide and deep enough for them to maintain the same

hydraulic level. The results for Lakes Michigan–Huron,

Erie, and Ontario largely reflect those of Lake Superior,

although the results in terms of PET are less extremely

dramatic, while the results in terms of lake levels are of

greater magnitude (lake level results are not available

for Lake Ontario).

The ratios of PET in the basin of Lake Michigan–

Huron (Fig. 2a, land only) are a muted version of the

results for Lake Superior (Fig. 1a), but again the changes

in PET for theCC, PT, andEAmethods cluster at values

only moderately above unity; while under the TA

method, the median value is just above 2, while several

model runs project increases by factors greater than 4.

These are not as extreme as the values for Lake Supe-

rior, mainly because the calibrated values of Tb are

generally larger in the Michigan–Huron subbasins

(falling mostly in the range of 58–98C) than those for
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Superior; the reason for this is not clear and is part of the

black-box nature of the calibration of LBRM. Never-

theless, these results are equivalent to solar input in-

creased by two- to fourfold.

The actual ET from the Michigan–Huron basin

(Fig. 2b, land only) is again modulated by availability of

moisture. The increases in ET under the TA method

strongly outstrip those under the other three methods,

but those under the other three methods lean more

strongly toward increased ET than in the Lake Superior

basin (cf. Fig. 1b).

In terms of runoff in the Lake Michigan–Huron basin

(Fig. 2c), as well as net basin supply (Fig. 2d), the results

are qualitatively similar to Lake Superior and follow

from the ET results. The runoff and NBS under the TA

method are considerably lower than under the other

three methods. As in Lake Superior, the CC, PT, and

EA methods generally show increased runoff, but me-

dian decreases in NBS.

Lake levels on Lake Michigan–Huron are more

sensitive than Lake Superior levels because of a com-

bination of factors. In the model results from all

methods, the changes in NBS are generally of the same

sign for all lakes. This leads to the effect that Lake

Superior’s outflow due to its NBS has a reinforcing

effect on the change in NBS in Lake Michigan–Huron.

Furthermore, in contrast to Lake Superior, Lake

Michigan–Huron has no regulation at its outlet, so lake

level variations cannot be artificially damped by direct

human intervention. Although this can be changed

through construction of regulation works in the future,

we assume the status quo in this respect in order to

isolate the effect due to climate. Finally, with the ac-

cumulation of changes in NBS from the Superior,

Michigan–Huron, and Erie basins, the level of Lake

Erie also changes in the same sense as the change in

NBS for those combined basins. Because the difference in

level between Lake Michigan–Huron and Lake Erie is

small ( just over 2m), a significant rise in Lake Erie’s

level can inhibit outflow from Lake Michigan–Huron,

requiring a rise in Michigan–Huron’s level to restore

dynamic equilibrium, and likewise for concurrent lake

level drops on Lake Erie and Michigan–Huron. Thus,

the change in lake levels for Lake Michigan–Huron

(Fig. 2e) generally has the same sign as those for Lake

Superior for an individual GCM realization, but the

magnitudes are distinctly larger. Under the TA method,

the 75% quantile is less than zero, indicating a large

majority of GCM cases leading to decreased lake levels.

The median value is a drop of 67.5 cm, and the largest

drop is 267 cm in the IPSL RCP 8.5 run for the late

twenty-first century. The TA results also have a large

spread, with a few results showing rises in lake level

around 1m.

FIG. 2. As in Fig. 1, but for the Lake

Michigan–Huron basin.
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TheCC, PT, andEA results again cluster closer to one

another than to the TA results, with median values less

than zero and 75% quantile values greater than zero.

The median lake level change under the PT method is a

drop of 14.5 cm, 53.0 cm higher than the TAmethod, and

the extreme low, again from the IPSL RCP 8.5 run for

the late twenty-first century, is a drop of 145 cm, di-

minished by 122 cm relative to the extreme under the

TA method. The PT and EA methods show a narrower

range of changes between the 25% and 75% quantiles

than the TA method.

To illustrate Lake Michigan–Huron’s water level

sensitivity to time horizon and RCP scenario, a com-

parison for subsets of the GCM realizations is given in

Fig. 3. The sample sizes for these subsets are smaller—

there are 12 GCM realizations contributing to the RCP

4.5 sets for each time period, and 10 each for RCP 6.0

and RCP 8.5. Figure 3 includes only the TA and PT

methods, and for all of the combinations of RCP and

time period, PT results in higher lake levels in all of the

following measures: upper and lower extremes, 25%

quantile, median, and 75% quantile. In Figs. 3b and 3e,

the 25% quantile for the PT method is greater than the

75% quantile for the TA method, that is, the boxes do

not overlap. The median projected lake levels under the

RCP 4.5 scenarios are comparable to or lower than those

under the RCP 6.0 scenarios, in both the mid- and late

century and using both the TA and PT methods, likely

reflecting a different set of GCMs in the sample. The

median lake level changes for all sampled groups are

drops in lake level.

c. Lake Erie and Ontario basins

The results for simulations of future scenarios on

Lakes Erie andOntario are qualitatively similar to those

for Lakes Superior (Fig. 1) and Michigan–Huron

(Fig. 2). They are not shown here but are shown in

Lofgren and Rouhana (2016). Note, however, that be-

cause of limitations in CGLRRM’s ability to project

Lake Ontario levels, those are not shown there, either.

d. Correlation of discrepancies with temperature
change

The amount by which the TA method overestimates

the influence of temperature on the various outputs is

linked to the magnitude of the temperature change that

is input. Figure 4 shows the discrepancy in Lake

FIG. 3. LakeMichigan–Huronwater levels represented using the TA and PTmethods for subsets of theGCM realizations. Note that the

scale differs among the panels. (a) Mid-twenty-first century for RCP 4.5, (b) mid-twenty-first century for RCP 6.0, (c) mid-twenty-first

century for RCP 8.5, (d) late twenty-first century for RCP 4.5, (e) late twenty-first century for RCP 6.0, and (f) late twenty-first century for

RCP 8.5. Each data point used in creating the plots represents an individual GCM realization.
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Superior lake level (result from the CC method minus

the TA method and PT method minus TA method) as a

function of the difference between the GCM-simulated

historical and future air temperature. Lake Superior was

chosen to eliminate the upstream influence from other

lakes. Figure 4 shows very high correlations:R5 0.951 in

the case of CCminus TA andR5 0.932 in the case of PT

minus TA. This accounts for much of the narrowing of

the distributions of all of the variables in Figs. 1–3 under

the CC, PA, and EA methods relative to the TA

method; the largest increases in PET and ET under the

TA method are associated with the largest over-

estimates and largest temperature increases, while the

GCM cases with smaller temperature increases have

smaller influences under the TA method and thus lesser

disagreement with the other methods. The narrowing of

the distributions under the other methods relative to TA

is actually more distinct in the runoff and, especially, ET

plots rather than the NBS and lake level plots.

e. Statistical significance

The discrepancies between the TA method and all

three alternative methods are highly systematic, stem-

ming first from the very large differences in the pro-

jected changes in PET. This leads to the results being

biased similarly regardless of the GCM that is used as

input. Therefore, the TA method’s projected results are

greater than those for the CC, PT, and EA methods in

terms of PET and ET, and less in terms of runoff, NBS,

and lake level. This result holds for all of the GCM re-

alizations that we used for both of the time periods, and

for all of the lakes.

One simple way to think of the statistical significance

of these comparisons is to think of each comparison

between the TAmethod and each alternative method as

having equal chances of either result being greater or

less than the other, under the null hypothesis that both

distributions are the same. However, this leaves us with

the question of how many of these comparisons are in-

dependent of each other, for which there is not a clear

answer. However, we will use a conservative guess at the

number of independent samples that are present. Since

PET controls ET, and in turn, runoff, NBS, and lake

level, we will consider all of these variables to be de-

pendent on each other and therefore together constitute

only one independent variable. Likewise, we consider

the separate results from each of the lakes to constitute

only one independent variable, as well as the various

results from different RCP scenarios and realizations of

the same GCM, and the two different time periods that

were compared. Thus, the only dimensions of in-

dependence that we have left are the comparison be-

tween the CC and TA method on the one hand and

between the PT and TA method on the other hand (we

regard PT and EA to not be independent of each other),

as well as the eight different GCMs that were used.

Thus, we regard the full set of experiments as resulting in

16 independent comparisons between the TA method

and alternativemethods, all of which show discrepancies

of the same sign. The probability of this happening

under the null hypothesis is (0.5)165 1.533 1025 (single-

tailed test), meaning that in terms of percentage signifi-

cance, it is around 99.998%.

See Lofgren and Rouhana (2016) for the results of

using the Wilcoxon rank sum test applied to historical

and future lake levels across all of the model realiza-

tions, which yields even more extremely high estimates

of statistical significance. These estimates of statistical

significance are not perfectly rigorous because it is un-

clear howmany of the realizations should be regarded as

independent, but they indicate levels of statistical sig-

nificance far beyond the often-used standard threshold

of 95% or even 99%.

4. Discussion

The LBRM was carefully crafted to have features

such as a mathematical solution that is entirely analytic

within each time step (see Croley 1983) and therefore

numerically stable under all conditions, as well as a

calibration process that thoroughly searches the pa-

rameter space. It also conditions the energy available for

evapotranspiration (which, divided by the factor of la-

tent heat of vaporization per unit mass, we refer to as

potential ET) on total insolation at the top of the at-

mosphere during the calibration runs. However, it seems

that the question was not asked whether that energy

constraint would carry over to other climatic regimes.

One hint at the answer to this is how sensitive the

LBRM’s energy available for evapotranspiration is to

FIG. 4. Scatterplot of the difference in lake level (m) for Lake

Superior, PT minus TA (plus signs) and CC minus TA (circles) vs

change in air temperature. Each data point represents an individual

GCM realization.

AUGUST 2016 LOFGREN AND ROUHANA 2219



air temperature; the CC relationship of approximately a

7%(8C)21 increase is a significant benchmark as a value

that should not be greatly exceeded.

However, LBRM’s sensitivity is considerably greater.

The values of Tb shown in Table 1 of Lofgren and

Rouhana (2016) can be combined with air temperature

changes of several degrees to verify the extreme changes

in PET shown for the TAmethod in Figs. 1a and 2a. The

most extreme case for a single subbasin is the combi-

nation of the Montreal River subbasin, at the eastern

end of Lake Superior [listed in Lofgren and Rouhana

(2016, Table 1) as Lake Superior subbasin 13], combined

with the GFDL CM3 in the late twenty-first century

under the RCP 8.5 scenario. In this case, the mean an-

nual air temperature change is about 8.58C, and the

calibrated value ofTb is 1.18C, so the factor of increase in
PET is e8:58C/1:18C 5 2269. Other cases are less extreme

but still highly significant. Because the base case’s PET

is constrained by Eq. (1) to be equivalent to the incident

sunlight, these factors of increase in PET can be con-

sidered as factors of increase in equivalent incident

sunlight, or, more vividly, as the equivalent number of

suns in the sky of the virtual world created in the LBRM.

In LHW and here, caution has been used to say that in

the TA method, air temperature is taken to be a proxy

for PET that is equally valid across all time scales and

climate regimes (the ‘‘universal proxy’’ assumption),

and not to say that the TA method assumes that air

temperature causes PET (the causation assumption).

Now we will examine how these two assertions relate to

one another. The causation assumption is a specific case

of the universal proxy assumption. Functionally, in

terms of setting upmodel simulations, these two types of

assumption are entirely equivalent; the calculations that

are used in the modeling are the same whether one re-

gards air temperature as a universal proxy for PET or as

an actual cause. However, as demonstrated in LHW by

the contrast in air temperature–ET correlation on the

basis of time scale, the relation between these variables

is not universal, but highly dependent on the time scale

examined (assertion 2 from the introduction). In reality,

the annual cycle in air temperature is driven by net ra-

diation (led by incoming solar radiation), which strongly

drives ET, while temperature variability on other time

scales is driven primarily by variability in heat advec-

tion, which drives ET less strongly. Warming by green-

house gases is yet another mechanism for driving air

temperatures, which can be expected to have its own

mode of mapping onto ET.

In Croley (1990), it is stated that the change function

method was used at the instruction of the leaders of

the parent project, an evaluation of overall impacts of

climate change funded by the U.S. Environmental

Protection Agency (Smith and Tirpak 1989). But the

change function method, which assumes that the user

will apply it to the proper variables as drivers, was de-

veloped separately from the LBRM, which assumes a

universal proxy relationship for PET based on air tem-

perature. Consideration of the interaction of these as-

sumptions seems not to have been strongly considered at

that time.

Some other methods are popular for assessment of

climate change’s impact on water resources and ET,

using a one-way coupling of data feeding from a GCM

to a hydrologic model. One of the most popular uses the

PET equation of Thornthwaite (1948), often within the

context of the Palmer drought severity index. McAfee

(2013) uses the PET formulation of Hamon (1961) as a

point of reference. Thornthwaite (1948), Hamon (1961),

and similar formulations use aspects of the seasonal

cycle, often in terms of length of daylight, as explicit

predictors within their formulation. This contrasts with

LBRM, in which all of the variability in PET is attrib-

uted to air temperature as the predictor (regardless of

whether this is framed as the universal proxy assumption

or the causation assumption). By attributingmuch of the

variability within historical times directly to the seasonal

cycle, instead of to air temperature, the sensitivity to air

temperature under these other formulations is much less

than in LBRM. The Hamon (1961) formulation uses

saturation vapor pressure as the main temperature-

dependent term, making it very similar to our CC

method. This method, which we regarded as an outer

bound for PET sensitivity and has been shown to be

much less sensitive to air temperature than LBRM, is

stated to be excessively temperature sensitive in Shaw

and Riha (2011) and McAfee (2013).

Weart (2015) calls climate change impacts research

‘‘a peculiar kind of science’’ because it covers a wide

range of end goals for prediction, and even for a single

type of impact, multiple methods can exist side by

side with no clear correct approach. The results from

various studies are then regularly compiled into syn-

thesis documents by committees of scientists. This

paper and its predecessor, LHW, attempt to show an

example of how arguments based on fundamental

physical constraints can be used to distinguish reason-

able from unreasonable methods of climate change im-

pact assessment.

Because of smaller alterations in air temperature,

applications of LBRM to subseasonal to interannual

time scales are likely to havemuch smaller issues with its

formulation (see Gronewold et al. 2011; Fry et al. 2014).

Additional assessment of LBRM in the context of the

connection between air temperature anomalies and er-

rors in runoff in historical periods is warranted.
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5. Conclusions and future plans

A method for projecting the water levels of the

Laurentian Great Lakes under scenarios of human-

caused climate change, used almost to the exclusion of

othermethods in the past, relies very heavily on the large

basin runoff model (LBRM) as a component for de-

termining the water budget for the lake system. LBRM’s

exclusive reliance on air temperature as a predictor of

PET and its very high sensitivity to air temperature

cause it to overestimate future ET and cause the entire

modeling system to underestimate future lake levels.

This excessive sensitivity is at least partially due to

LBRM’s failure to distinguish between the ET–air

temperature correlation associated with the annual

cycle (therefore driven largely by changes in incoming

solar radiation and net surface radiation) and vari-

ability in ET and air temperature associated with

other time scales and other causes.

We created three alternative methods for transferring

climate outputs from GCMs into the LBRM: energy

adjustment (EA), Priestley–Taylor (PT), and Clausius–

Clapeyron (CC). We deem all of these alternative

methods, especially the PT method, to be more re-

flective of what is actually happening within the GCM

than the TA method. All three of these alternative

methods show, relative to the temperature adjustment

method, less PET and ET, more runoff from the land

and net basin supply for the lake basins, and higher lake

water levels in the future. The results from the EA, PT,

andCCmethods clustermuch closer to one another than

to the TA method results. The median change in lake

level of LakeMichigan–Huron among all the GCM runs

shifts from a drop of 67.5 cm under the TA method to a

drop of only 14.5 cm under the PTmethod. This contrast

puts the PT method’s median estimate of lake level

change well within the range of historical variability.

The magnitude of the discrepancies between the TA

and other methods is highly correlated with the air

temperature change in the driving GCM (larger tem-

perature changes lead to larger discrepancies; Fig. 4).

This narrows the distributions of changes in all of the

variables among the driving GCM runs, although the

spread still remains sizable.

Using various methods of estimating the statistical

significance, we find that, at minimum, these discrep-

ancies in results are significant at the 99.998% level.

Because of the highly systematic sources of error within

the formulation of the LBRMunder the TAmethod, we

regard these extremely high values of statistical signifi-

cance as inevitable and largely beside the point—simply

the result of a model formulation that, intentionally or

not, yields excessive sensitivity of ET to air temperature.

The results here apply only to the water levels of the

Great Lakes and the hydrology of its basin and do not

affect larger questions of climate change. In fact, the

alternative methods for hydrologic sensitivity used here

present a truer picture of what the GCMs are telling us

about climate change’s impacts, as they are using in-

formation from them to more properly drive the surface

energy budget and hydrology. However, there are les-

sons for the broader impacts community:

1) When examining impacts, be sure to distinguish

between effects of radiation that can be modulated

by season or latitude and impacts that are directly

driven by air temperature.

2) Understand that climate change is not merely a

group of physical quantities output by models but

is a set of interacting processes, and that two-way

surface–atmosphere interactions are crucial in cre-

ating climate change.

3) Use the greatest of caution if you are going to

significantly second-guess the climate model results

that relate directly to your impact of interest (ET and

surface net radiation, in our case).

The alternativemethods of transferringGCM-predicted

variables into the LBRM for future projections are

relatively quick and easy modifications to the existing

modeling system, for purposes of demonstration of the

problems with the previously used method, and are not

final answers. As a next step, therefore, we would like

to put forward a larger effort to model the Great Lakes

basin’s water budget using a hydrologic model with a

strong basis in the surface energy budget and driven

by a variety of GCM data using a more modern climate

downscaling technique.
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